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Abstract
As antibiotic resistance grows more frequent for common bacterial infections, alter-
native treatment strategies such as phage therapy have become more widely studied
in the medical field. While many studies have explored the efficacy of antibiotics,
phage therapy, or synergistic combinations of phages and antibiotics, the impact of
virus competition on the efficacy of antibiotic treatment has not yet been considered.
Here, we model the synergy between antibiotics and two viral types, temperate and
chronic, in controlling bacterial infections.We demonstrate that while combinations of
antibiotic and temperate viruses exhibit synergy, competition between temperate and
chronic viruses inhibits bacterial control with antibiotics. In fact, our model reveals
that antibiotic treatment may counterintuitively increase the bacterial load when a
large fraction of the bacteria are antibiotic resistant, and both chronic and temperate
phages are present.
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1 Introduction

The rising number of antibiotic-resistant bacteria is causing an increase in the cost of
treatment, higher mortality rates, and a longer period of sickness (Laxminarayan et al.
2013). For instance, infections by the multi-drug-resistant pathogen Pseudomonas
aeruginosa, which is categorized as a serious threat by the United States Centers
for Disease Control (C. for Disease Control and Prevention 2019), are frequently
diagnosed among those with compromised immune systems to such an extent that it
is the most common cause of death among patients with cystic fibrosis (Hancock and
Speert 2000).

As antibiotic-resistant bacteria are becoming more prevalent, new strategies are
needed to combat these bacterial infections. Recent experiments show that antibiotics
and phages may synergistically target bacterial populations when used in tandem
(Chaudhry et al. 2017; Easwaran et al. 2020). While some studies have revealed
that phage cocktails in combination with antibiotics are effective against bacterial
infections (Chaudhry et al. 2017), we demonstrate that certain combinations of viruses
may inhibit bacterial infection control with antibiotics.

1.1 Biological Background

Bacteriophages employ a variety of strategies to infect bacteria and reproduce, includ-
ing the lytic, temperate, and chronic lifestyles (Calendar 2006; Dimmock et al. 2016;
Weinbauer 2004). Lytic viruses infect a bacterial host and use bacterial machinery to
produce new viruses, which burst lethally from the cell. Temperate viruses have both
a lytic cycle and a latent cycle, in which the viral genetic material is integrated into
host genomes; latent proviruses remain dormant in the bacterial genome until induced
to replicate (Weinbauer 2004). In chronic infections, productive host cells bud new
viruses from the cell without killing the bacterium (Rakonjac 2012), and chronic infec-
tion is transmitted vertically to daughter cells (Lwoff 1953). Comparative genomics
among closely related bacterial strains demonstrates that proviruses of all lifestyles
are ubiquitous in bacterial genomes (Davies et al. 2016; Roux et al. 2015; Mathee
et al. 2008; Mosquera-Rendón et al. 2016; Spencer et al. 2003; Kung et al. 2010).

When a bacterium is stressed, for instance, by radiation, excessive heat, or sub-
lethal antibiotics, the cell may induce latent prophage and begin phage production
(López et al. 2014; Martínez-García et al. 2015; Kaur et al. 2012). One mechanism
for provirus induction is the SOS response, an evolved repair system found in many
bacteria including P. aeruginosa (Fothergill et al. 2011; Rokney et al. 2008; Wein-
bauer 2004). Because induction of latent proviruses of the temperate lifestyle leads
inevitably to cell death (Brives and Pourraz 2020), this phenomenon is proposed to be
one of the mechanisms behind the synergistic effect of antibiotics and phage infection
(Kaur et al. 2012; Kim et al. 2018).
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1.2 Modeling Background

Since the synergistic role of bacteriophages and antibiotics in the fight against infec-
tions was first investigated with mathematical models, there has been a multitude of
additional complexities that has attracted the attention of modelers (Sinha et al. 2018).
These include the competition between the lytic and lysogenic strategy, bacteria–phage
coevolution, phage and antibiotic resistance in bacteria, and spatial limitations.

The population dynamics of phage–bacterium interactions have been under inves-
tigation for at least the last half century (Levin et al. 1977; Payne and Jansen 2001,
2003). A few decades ago, antibiotic effects were first included in models (e.g., Levin
and Bull 1996), which predict that phage therapy ismore effective than antibiotic treat-
ment; a caveat of the results is that the efficacy of phage therapy depends on adsorption
rate, burst size, and initial phage dose, and the efficacy of antibiotic treatment depends
on the initial antibiotic dose. These important, albeit early attempts, were later shown
to be inconsistent with experimental observations (Weld et al. 2004).

As our biological understanding of virus lifestyles (chronic, temperate, etc.) and
their strategies (lytic, lysogenic, productive, etc.) becomes more complete, so too do
our mathematical models. More recently, the role of lysogeny has been studied in
the absence of antibiotics to evaluate whether it provides a competitive advantage
for either type of virus; it was determined that chronic viruses maximize steady state
density by eliminating lysogeny, while temperate viruses benefit from a small, nonzero
lysogeny frequency (Clifton et al. 2021).

When the effect of antibiotics is included in models, interesting features of the
synergy between antibiotics and phages are revealed (Clifton et al. 2019). For instance,
it was found that temperate phage induction may act in synergy with antibiotics, even
if the bacteria are antibiotic-resistant. In another study that validated a stochastic
mathematical model with Escherichia coli experiments, two strains of lytic phages
and antibiotics were combined with bacteria that were either phage-sensitive or phage-
resistant (Tazzyman and Hall 2015). The study found that the prevalence of antibiotic-
resistant bacteria depends on the relative rates of bacterial adaptation to phage strains
and antibiotics. A more recent study (Pourtois et al. 2021) investigated the effect
of antibiotics on P. aeruginosa infection control, when the bacteria do and do not
harbor chronic (filamentous) phages. The modeling study, corroborated with in vitro
experiments, found that frequent administration of intermediate doses of antibiotics
is optimal for maintaining a bacterial population that is infected with phage, leading
to slower bacterial growth.

One of the challenges of phage therapy is its efficacy when phage-resistant bacteria
dominate. Hence, the merit in studying the administration of phage cocktails was
emphasized in Li et al. (2020). Using optimal control theory to determine the most
effective protocol, the study found that cocktails of phage targeting phage-resistant
bacteria and phage acting on phage-sensitive bacteria provide the most effective phage
therapy. In addition, the study found that the optimal timing of phage dosing is at the
beginning of the treatment, echoing the earlier findings of Levin and Bull (1996).

Another modeling challenge is including the role of the immune system. In a study
of combination therapy (phages–antibiotics–immune response) in the context of
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P. aeruginosa infections (Rodriguez-Gonzalez et al. 2020), it was found that com-
bination therapy is more effective than phage therapy or antibiotic treatment alone.
Moreover, when innate immune responses do not exist or are compromised, then
phage–antibiotic synergy fails to completely eliminate the infection in most of the
models considered.

1.3 Research Questions

This paper investigates the following questions regarding phage–antibiotic synergy in
the treatment of human pathogens, such as P. aeruginosa and E. coli:

1. Previous studies suggest that phage induction in the presence of antibiotic stress
results in phage–antibiotic synergy even if bacteria are resistant to antibiotics,
assuming that cross-infection by different viral strains is inevitable (Clifton et al.
2019). Given that a bacterium infected by one virus may exclude other viruses (De
Smet et al. 2017), we explore if antibiotics and phage still act in synergy if cross-
infection does not occur.

2. Previous studies show that a compromised immune system or phage resistancemay
prevent phage–antibiotic synergy (Rodriguez-Gonzalez et al. 2020; Tazzyman and
Hall 2015). We investigate other conditions under which phage–antibiotic synergy
may fail when an immune response or phage resistance is not included.

3. Previous studies indicate that the timing and concentration of antibiotic and/or
phage dosing influences the efficacy of treatment (Levin and Bull 1996; Li et al.
2020; Clifton et al. 2019). Given that phages are naturally present in bacterial
populations (Davies et al. 2016; Roux et al. 2015; Mathee et al. 2008; Mosquera-
Rendón et al. 2016; Spencer et al. 2003; Kung et al. 2010) and that antibiotics are
typically administered in standard doses at periodic intervals (e.g., once or twice
daily) (Geller et al. 2011; Hodson et al. 1987), we study the role of antibiotic dosing
frequency on bacterial infection control in the absence of deliberate phage therapy.

This paper uses a simple mathematical model to investigate the role of two compet-
ing virus lifestyles, temperate and chronic, on the effectiveness of various antibiotic
dosing frequencies. In most cases, we find that as the frequency of antibiotic dosages
increases, the bacterial populationdecreases even if the bacteria are antibiotic-resistant.
However, our model reveals that antibiotic treatment counterintuitively increases the
bacterial load when a large fraction of the bacteria are antibiotic-resistant and both
temperate and chronic phages are present in the system.

2 Model

Webeginwith amodel of temperate and chronic virus competition (Clifton et al. 2021),
which assumes that two virus types, temperate viruses (VT) with lytic and latent lytic
stages and chronic viruses (VC) with productive and latent chronic stages, may infect
a single strain of bacteria that is initially susceptible (S) to both viral types. See Fig. 1
for a model overview.
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Fig. 1 Compartmental model of bacteria–phage system with temperate and chronic phages. Solid arrows
represent bacteria transitions between infection states, and dotted arrows represent virus production or
loss. The green boxes illustrate actions which may occur when environmental stressors, such as sublethal
antibiotics, are introduced to the system (Color figure online)

The total bacterial population is composed of susceptible, lytic, latent temperate,
productive, and latent chronic bacteria. We assume that the total bacterial population
grows logistically to a carrying capacity K (Zwietering et al. 1990). The susceptible
bacteria grow at an intrinsic rate rS and can become infected by chronic or temperate
viruses.

The susceptible bacteria are infected by the temperate viruses at a rate ηT. When
infected, there is a probability fT that the bacterium enters a latent lytic state in which
viruses are not being produced, but the viral DNA is integrated into the bacterium’s
genome and passed on to later generations (Harper et al. 2014). The latent lytic bacteria
reproduce at a rate rT and recover from (or evade) infection at a rate γT.

Alternatively, there is a probability (1− fT) that the bacteria will instead enter the
lytic lifestyle following infection. The bacteria in this state die due to lysis (bursting
of cell) at a rate δ. When the bacteria lyse, they produce βT temperate viruses per
bacterium. Finally, bacteria can recover from (or evade) infection at a rate γI . In both
cases of evasion or recovery, the bacteria become susceptible to phage infection once
again and do not develop phage resistance.

Similar to temperate infections, the susceptible bacteria may be infected by the
chronic viruses at a rate ηC. When infected, there is a probability fC that a bacterium
will enter the latent chronic state in which the bacterium reproduces at a rate rC and
recovers from (or evades) infection at a rate γC.

Alternatively, there is a probability (1− fC) that the bacteria will instead become
productive upon infection, reproducing at a rate rP while producing viruses at a rate
βC. In contrast with lytic infections, productive infections do not cause cell death.
Productive bacteria recover from (or evade) infection at a rate γP .
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Outside the bacterial cells, free temperate and chronic viruses degrade naturally
at a rate μT and μC, respectively (Heldal and Bratbak 1991). Once a bacterium is
infected, we assume it will exclude both superinfection by the same viral type and
cross-infection by viruses of other types (De Smet et al. 2017). Although we assume
infection rates for temperate and chronic viruses are constant, the infection rates may
depend on the bacterial population; many relevant bacteria form biofilms at high
density that protect the population from infection (Harper et al. 2014). For simplicity,
we have also assumed that lysogen frequencies are constant, but some studies have
demonstrated that bacterial densitymay impact lysogeny rates (Hargreaves et al. 2014;
Silpe andBassler 2018). These simplifications are necessary for the analytic tractability
of steady state and bifurcation analysis (see Model Behavior and Analysis section and
Clifton et al. 2021).

2.1 Antibiotics

We introduce antibiotics into the system at times ti ; specifically, these are the times
at which the antibiotics become bioavailable, which depends on the mode of delivery.
We assume that antibiotic-induced stress spikes at times ti and decays exponentially
at a rate k, consistent with typical antibiotic metabolism in the human system (Naber
et al. 1973; Bax et al. 1989; Fish and Chow 1997). The antibiotic concentration within
the system is then

a(t) = A
N∑

i=1

H(t − ti ) e
−k(t−ti ), (1)

where t is the current time, ti are the antibiotic dose times, A is the maximum con-
centration of one antibiotic dose, N is the total number of antibiotic doses, H is the
Heaviside function, and k is the decay rate of antibiotics in the system.

When the system is stressed by antibiotics, there are three major responses. First,
antibiotics can induce the production of latent temperate or latent chronic viruses
at a rate ε a(t), where a(t) is the antibiotic concentration (Fothergill et al. 2011;
Ptashne 1986;Nanda et al. 2015). This response occurswith bacteria that are antibiotic-
susceptible or antibiotic-resistant (Fisher et al. 2017; Monack et al. 2004; Stewart and
Costerton 2001; James et al. 2012; Redgrave et al. 2014; Valencia et al. 2017; Brazas
and Hancock 2005). However, not all classes of antibiotics induce virus production,
so this model is only applicable to antibiotics (such as quinolones) known to do so
(Zhang et al. 2000; Comeau et al. 2007). To simplify themodel, we ignore spontaneous
induction because it is a rare phenomenon (Nanda et al. 2015; Garro and Law 1974;
Cortes et al. 2019).

Second, antibiotic-susceptible bacteria are killed at a rate monotonically increasing
with the antibiotic concentration, typically in the form of a Hill function (Levin and
Udekwu 2010; Regoes et al. 2004). For simplicity, we take the antibiotic death rate
to be directly proportional to the antibiotic concentration (κ a(t)), but all qualitative
results hold under more realistic functional responses. Antibiotic-resistant bacteria are
not killed directly by the antibiotics (Fisher et al. 2017; Monack et al. 2004; Stewart
and Costerton 2001).
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Fig. 2 Functional forms of chronic virus production rates (left) and productive bacteria growth rates (right).
With no system stress (no antibiotics), the chronic phage production rate is βC and the bacterial growth
rate is rP . As stress increases, the phage production rate saturates to βmax and the bacterial growth rate
approaches 0

Finally, studies show that productive bacteria stressed by sublethal antibiotics
increase viral production while decreasing cell reproduction (Hagens et al. 2006;
Secor et al. 2015). We incorporate the increased viral production with a saturating
functional response; when there is no antibiotic stress in the system (a = 0), viruses
are produced at a rate βC, and as the concentration of antibiotics increases, the viral
production rate saturates at βmax (Fig. 2). The functional form of the stress-dependent
production rate is

βC(a) = βC + a

hβ + a
(βmax − βC), (2)

where a is the time-dependent antibiotic concentration, hb is the concentration at
which the production rate is halfway between the minimum and maximum, and βmax
is the maximum production rate when stress is maximum.

We also incorporate the decreased cell reproduction as the concentration of antibi-
otics increases using a saturating functional response. When there are no antibiotics
in the system (a = 0), the cellular reproduction rate is rP . As the antibiotic concen-
tration increases, the reproduction rate approaches 0 (Fig. 2). The functional form of
the stress-dependent cellular reproduction rate is

rP (a) = rP

(
1− a

hr + a

)
, (3)

where a is the time-dependent antibiotic concentration and hr is the concentration at
which the reproduction rate is half of the maximum.

The dynamical system capturing the described model behavior is

Ṡ = S (1− N )︸ ︷︷ ︸
growth

− ηTSVT − ηCSVC︸ ︷︷ ︸
infection

+ γTLT + γI IT + γP PC + γCLC︸ ︷︷ ︸
recovery

− κa(t)S︸ ︷︷ ︸
antibiotic
death

(4)

İT = ηT(1− fT)SVT︸ ︷︷ ︸
infection

− δ IT︸︷︷︸
lysis

− γI IT︸︷︷︸
recovery

+ εa(t)LT︸ ︷︷ ︸
induction

− κa(t)IT︸ ︷︷ ︸
antibiotic
death

(5)
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Table 1 Description of model variables in bacteria–virus system (4–10)

Variable Meaning Units

S Susceptible bacteria as a proportion of carrying capacity Unitless

IT Lytic bacteria as a proportion of carrying capacity Unitless

LT Latent lytic bacteria as a proportion of carrying capacity Unitless

PC Productive bacteria as a proportion of carrying capacity Unitless

LC Latent chronic bacteria as a proportion of carrying capacity Unitless

N All bacteria (S + IT + LT + PC + LC) Unitless

VT Ratio of free temperate viruses to bacteria carrying capacity
PFU

CFU

VC Ratio of free chronic viruses to bacteria carrying capacity
PFU

CFU
t Time rescaled by intrinsic growth rate Unitless

In the system, all population densities are rescaled to be proportional to the carrying capacity and the
timescale is rescaled such that all rates are relative to the susceptible bacteria’s growth rate

L̇T = rTLT (1− N )︸ ︷︷ ︸
growth

+ ηT fTSVT︸ ︷︷ ︸
infection

− γTLT︸ ︷︷ ︸
recovery

− εa(t)LT︸ ︷︷ ︸
induction

− κa(t)LT︸ ︷︷ ︸
antibiotic
death

(6)

ṖC = rP (a)PC (1− N )︸ ︷︷ ︸
growth

+ (1− fC)ηCSVC︸ ︷︷ ︸
infection

− γP PC︸ ︷︷ ︸
recovery

+ εa(t)LC︸ ︷︷ ︸
induction

− κa(t)PC︸ ︷︷ ︸
antibiotic
death

(7)

L̇C = rCLC (1− N )︸ ︷︷ ︸
growth

+ fCηCSVC︸ ︷︷ ︸
infection

− γCLC︸ ︷︷ ︸
recovery

− εa(t)LC︸ ︷︷ ︸
induction

− κa(t)LC︸ ︷︷ ︸
antibiotic
death

(8)

V̇T = βTδ IT︸ ︷︷ ︸
burst

− ηTSVT︸ ︷︷ ︸
adsorption

− μTVT︸ ︷︷ ︸
degradation

(9)

V̇C = βC(a)PC︸ ︷︷ ︸
production

− ηCSVC︸ ︷︷ ︸
adsorption

− μCVC︸ ︷︷ ︸
degradation

(10)

In the model system (4–10), we rescale all population densities to be proportional to
the bacterial carrying capacity, and we rescale the timescale such that all rates are
relative to the susceptible bacteria’s growth rate. See Supplemental Materials for the
rescaling process. All model variables are listed in Table 1, and all model parameters
are listed in Table 2.

2.2 Model Behavior and Analysis

When antibiotics are not introduced to the system, the model exhibits four
steady states: coexistence (all populations exceed 0), temperate strategy only
(VC = PC = LC = 0), chronic strategy only (VT = IT = LT = 0), and suscep-
tible only (all populations, except S, are 0) (Clifton et al. 2021). Transitions between
steady states occur via transcritical bifurcations as the lysogeny fractions fT and fC
vary (Clifton et al. 2021). All model parameters are selected from the literature for
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the human pathogens P. aeruginosa or E. coli and their viruses, where possible (see
Supplemental Materials for technical details). No parameters are fitted in this study.
For the baseline parameters in Table 2, the coexistence state is stable for any initial
condition, which is consistent with the observation that viruses of both lifestyles are
present in natural and clinical environments (Mosquera-Rendón et al. 2016; Spencer
et al. 2003; Kung et al. 2010; James et al. 2015).

3 Results

Because patients infected with dangerous bacterial infections, particularly P. aerugi-
nosa, are typically treatedwith antibiotics at the time of bacterial detection (Høiby et al.
2015, 2017), we investigate the effects of antibiotic administration on the bacteria–
phage ecosystem. Specifically, we measure the time-averaged bacterial population
level at steady state as a function of the frequency of antibiotic administration for the
baseline parameters in Table 2 (Fig. 3) . We explore both the scenario in which all bac-
teria are susceptible to antibiotics and the scenario in which all bacteria are resistant
to antibiotics (κ = 0) for the duration of the numerical experiment. In each of those
scenarios, we investigate the impact of each virus lifestyle on the bacterial population
by simulating four cases: (1) no viruses are present, (2) only temperate viruses are
present, (3) only chronic viruses are present, and (4) both viruses are present.

Fig. 3 Simulation of the effect of antibiotic administration frequency on the time-averaged bacterial popu-
lation at steady state when infected with various bacteriophages in the human host when, for the duration
of the numerical simulation, all bacteria are susceptible to antibiotics (left) or all bacteria are resistant to
antibiotics (right). Time is scaled by the growth rate of P. aeruginosa (5.1e−3 min−1), so 0.136 in unitless
frequency units is approximately one dose per 24 h. In the system, all population densities are rescaled
to be proportional to the carrying capacity. Thus, the “placebo” condition (no antibiotic treatment) is the
bacterial population at carrying capacity (1 in unitless density) (Color figure online)
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3.1 Phage–Antibiotic Synergy is PredictedWhen Bacteria are Susceptible to
Antibiotics

Figure 3 illustrates that regardless of the antibiotic frequency, the bacterial population is
largest when not infected with viruses. When the SOS response is triggered in bacteria
without free phages or proviruses, no lysis from rapidphageproductionoccurs. Instead,
the bacteria only die from antibiotics.

When chronic phages are present, the average bacterial population decreases more
as antibiotic frequency increases because antibiotic stress reduces the bacterial growth
rate. The presence of both temperate and chronic viruses has an even larger negative
impact on the bacterial population than when only chronic viruses are present, at least
when the frequency of antibiotics is below0.12 (approximately once per 8 bacterial cell
divisions). When no antibiotics are present, the chronic bacterial population reaches
carrying capacity because the bacteria are not lysing or being killed by antibiotics.
However, when chronic and temperate viruses are present with no antibiotics, the
temperate viruses can still lyse the bacteria. This accounts for the difference in bacterial
population when frequency of antibiotic administration is zero. The two populations
converge when the antibiotic frequency is greater than 0.12 because chronic viruses
out-compete temperate viruses due to the increase in stress-induced chronic virus
production rate.

Antibiotics have the largest effect on the bacterial population infected with only
temperate viruses.When infected onlywith temperate viruses, the bacterial population
substantially decreases as the frequency of antibiotics increases because latent bacteria
are being induced by antibiotics into the lytic lifestyle (killing the cells). The apparent
noise in population levels when the frequency is greater than 0.06 (approximately once
every 17 bacterial cell divisions) is likely due to pseudo-chaos in the system. Studies
show that chaos is commonly seen in periodically forced predator-prey models (Tang
and Chen 2003; Taylor et al. 2013). Further exploration of this phenomenon is beyond
the scope of this paper.

3.2 Phage–Antibiotic Antagonism is PossibleWhen Bacteria are Resistant to
Antibiotics

When no phages are present in the system or when only chronic viruses are present
in the system, antibiotic-resistant bacterial populations remain at carrying capacity
as the frequency of antibiotics increases. The bacterial population reaches carrying
capacity when no viruses are present because there exists no mechanism (antibiotic
or virus) to kill the bacteria. The bacterial population also reaches carrying capacity
rapidly when only chronic viruses are present because chronic viruses do not kill their
host in order to reproduce; although chronic infection slows bacterial reproduction,
the effect is negligible near steady state.

The behaviors of the antibiotic-resistant bacterial population change when both
viruses are in the system and when only temperate viruses are in the system. The
bacterial population infected by only temperate viruses decreases as the frequency
of antibiotics increases. Decreasing at an increasing rate, we see that the bacterial
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population levels off at a frequency of 0.1 (approximately once every 10 bacterial cell
divisions). This phenomenon occurs because, as the frequency of antibiotics increases,
more latent temperate viruses are induced into the lytic cycle. The dynamics of the
antibiotic-resistant bacteria infected with temperate phages are similar to when the
bacteria are antibiotic-susceptible; however, when the bacteria are antibiotic-resistant,
it requires a higher frequency of antibiotics to substantially decrease the bacterial
population.

Contrary to expectations, as antibiotic frequency increases, the antibiotic-resistant
bacterial population infected with both temperate and chronic viruses increases. At a
frequency of roughly 0.13 (approximately once per 7 bacterial cell divisions), the bac-
terial population infectedwith temperate and chronic viruses reaches carrying capacity.
While antibiotics are not directly killing the antibiotic-resistant bacteria through the
intended mechanisms, they cause the induction of the SOS response in bacteria. This
induction triggers the production of chronic viruses and lysis of temperate infected
bacteria. At higher antibiotic frequencies, all temperate infected bacteria eventually
lyse, leaving only bacteria that have been infected by chronic viruses. Chronic viruses,
having out-competed temperate viruses (a natural predator of bacteria), leave bacteria
invulnerable to control. This phenomenon has clinical implications in that, contrary
to the intended outcome, antibiotics can counterintuitively increase the bacterial pop-
ulation.

3.3 Sensitivity Analysis

While we have usedP. aeruginosa infections as a case study, this model is theoretically
applicable to any ecosystem with bacteria, temperate viruses, and chronic viruses.
Therefore,we conduct a sensitivity anduncertainty analysis to understand the impact of
each model parameter on the clinical outcome of interest: bacteria population density.
Because the relationships between the parameters and the bacterial population size
are generally nonlinear but monotonic, we use Latin Hypercube Sampling (LHS)
with n = 500 samples of parameter space and partial rank correlation coefficients
(PRCC). Following Marino et al. (2008), the sensitivity analysis indicates that the
parameters κ , T , βmax, and η = ηT = ηC have a significant (p < 0.05) impact on the
bacterial population (Fig. 4). The antibiotic death rate (κ) has the largest magnitude
PRCC, indicating that a small increase in κ will result in the largest decrease in the
bacterial population. The period of antibiotic administration (T ), the infection rate
η = ηT = ηC (which we assume for simplicity are equal for viral lifestyles), and the
maximum chronic virus production rate βmax also have a negative correlation with the
bacterial population size.

For any particular bacteria–phage–antibiotic system, the parameters κ , T , and η

are likely well characterized. It is less likely that βmax will be well characterized
because chronic viruses have not been studied as extensively as lytic and temperate
viruses. We wish to understand the impact of βmax on the bacterial population when
the population is antibiotic-resistant and infected with both temperate and chronic
viruses; this scenario is the most common for patients infected with P. aeruginosa
(James et al. 2015; Burgener et al. 2019; Geller et al. 2011). Figure 5 shows that
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Fig. 4 Sensitivity of parameters on the average bacteria population. The sensitivity analysis uses Latin
Hypercube Sampling (LHS) of parameter space and partial rank correlation coefficients (PRCC) (Marino
et al. 2008). All parameter values are taken near the baselines in Table 2. Initially, S(0) = 1e−3, VT(0) =
VC(0) = 1e−7. Asterisks indicate significance with n = 500 simulations. See Supplemental Materials for
technical details

as βmax decreases, the slope of bacterial population as a function of frequency of
antibiotic decreases until it ultimately becomes negative around βmax = 70. This
shows that virus competition is only detrimental to infection control if chronic virus
production is sufficiently increased by antibiotic stress.

4 Discussion

Previousmodeling efforts have shown that phage induction in the presence of antibiotic
stress results in phage–antibiotic synergy even if bacteria are resistant to antibiotics,
assuming that cross-infection by different viral strains occurs (Clifton et al. 2019).
In our study, we instead include the fact that bacteria infected by one virus type may
exclude other viruses (De Smet et al. 2017), and we find that phage–antibiotic synergy
is no longer inevitable. In Clifton et al. (2019), all bacteria are eventually infected by
both temperate and chronic viruses due to cross-infection, effectively eliminating true
competition between the viral lifestyles. When true viral competition is introduced,
chronic viruses thrive in an environment with antibiotic treatment of an antibiotic-
resistant bacterial population; antibiotics clear bacteria infected with latent temperate
viruses via induction, allowing bacteria with chronic viral infections to fill the void.

Interestingly, the failure of phage–antibiotic synergy is not necessarily due to a
host’s compromised immune system or phage resistance, as shown in other stud-
ies (Rodriguez-Gonzalez et al. 2020; Tazzyman and Hall 2015). Without including
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Fig. 5 Impact of βmax (value labeled on curves) on a resistant bacterial population when bacteria exist in
an environment with temperate and chronic phages. As βmax decreases, the effect of antibiotic frequency
on bacterial population flips from a positive slope (i.e., phage–antibiotic antagonism) to a negative slope
(i.e., phage–antibiotic synergy) (Color figure online)

modeling complexities, such as stochasticity, phage resistance, evolutionary adapta-
tion, or an immune response, we find that the ecological forces of viral competition
alone can compromise phage–antibiotic synergy.

Finally, although phage therapy is being studied as a possible treatment for recalci-
trant bacterial infections (Kortright et al. 2019; Doss et al. 2017), antibiotic treatment
continues to be the standard of care (Geller et al. 2011; Hodson et al. 1987). Given
that phages are naturally present in bacterial populations (Davies et al. 2016; Roux
et al. 2015; Mathee et al. 2008; Mosquera-Rendón et al. 2016; Spencer et al. 2003;
Kung et al. 2010), we find that phages play an important role in antibiotic treatment
even without deliberate phage therapy.

4.1 Medical Implications

The implications of our model can theoretically be applied to any bacterial infection
with naturally present temperate and chronic viruses, but the results presented in this
paper focus on treatment of P. aeruginosa infections in patients with cystic fibrosis.
Clinical trials of antibiotics confirm that both temperate and chronic viral lifestyles are
present in the lungs of most patients with cystic fibrosis (James et al. 2015; Burgener
et al. 2019), and around60%ofP. aeruginosa in sputumsamples are antibiotic-resistant
(Geller et al. 2011). Despite the rise of antibiotic-resistant bacterial infections, antibi-
otics remain a common treatment for patients with cystic fibrosis (Proesmans et al.
2012). Unfortunately, our model suggests that antibiotic treatment may be counterpro-
ductive under themost likely treatment conditions. These results highlight the need for
personalized medicine approaches for treating antibiotic-resistant bacterial infection
which respect, or even exploit, the underlying ecology within the patient.
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4.2 Limitations and Future Steps

Our conclusions are limited by assumptions made in order to create a simple, analyti-
cally tractable model. First we assume that the antibiotics trigger an SOS response in a
bacterium which induces the production of latent temperate and latent chronic viruses
(Fothergill et al. 2011; Ptashne 1986; Nanda et al. 2015). Not all antibiotics induce
phage via the SOS response (Fothergill et al. 2011), so we focus only on the types
of antibiotics known to do so (e.g., quinolones like levofloxacin and ciprofloxacin)
(Zhang et al. 2000; Comeau et al. 2007). We assume that even antibiotic-resistant
bacteria induce viruses in the presence of antibiotics, which has been demonstrated
for several classes of antibiotics (Redgrave et al. 2014; Valencia et al. 2017; Brazas
and Hancock 2005; James et al. 2012; Fothergill et al. 2011). Thus, the model is appli-
cable to antibiotics known to trigger an SOS response. This is not a major limitation
as treatment of P. aeruginosa infections often include quinolone antibiotics (Geller
et al. 2011; Hodson et al. 1987).

Themodel also assumesmass action infection of bacteria by phage, but this assump-
tion breaks down at large bacterial densities. Bacteria like P. aeruginosa are known to
form biofilms at high densities, which effectively saturates the infection rate (Harper
et al. 2014). Previous studies have used a Hollings Type II functional response to
model the infection rate, and the results are not qualitatively different (Clifton et al.
2019). However, a more sophisticated model would include biofilm formation in the
infection assumptions. Antibiotic effectiveness is also known to saturate as the antibi-
otic concentration increases, often following a Hill function (Levin and Udekwu 2010;
Regoes et al. 2004). We ignore this phenomenon for simplicity, but a more directly
applicable model would include a realistic antibiotic functional response.

Another limitation of our model is that we do not consider multiplicity of infection,
in which multiple infections by the same strain increases the severity of an infection.
This is not a significant limitation because when infected with phages, P. aeruginosa
produces superinfection exclusion proteins which prevent multiple infections by the
same phage type (James et al. 2012; Heo et al. 2007).

From the sensitivity analysis, we know that parameters κ , T , βmax, and η have the
largest impact on the accuracy of our model. While T (period of antibiotic dosing) is
determined by the clinician and κ and η are generally well-characterized for a broad
range of phages and antibiotics, βmax has not been definitively estimated experimen-
tally. Our analysis illustrates the importance of having a precise measurement of βmax
(Fig. 5). Further experiments are needed to determine a precise value of βmax, which
would allow the model to be more readily applicable in a clinical setting.

Finally, our model does not include two important spacial and temporal features
important to phage–antibiotic synergy: (1) bacteria and phage do not typically exist
in well-mixed environments, and (2) bacteria and viruses evolve over time. Using an
individual-based model of the combined effects of antibiotics and phages interacting
on a two-dimensional grid (Sousa and Rocha 2019), it was discovered that structured
environments (such as bacterial plaques in Sinha et al. 2018) may increase the risk of
resistance to both antibiotics and phages. The study also incorporates evolution and co-
evolution and finds that antibiotic-sensitive bacteria eventually become extinct (Sousa
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and Rocha 2019). Because our model does not incorporate evolutionary dynamics,
such as the development of antibiotic or phage resistance, our results are only appli-
cable on short time scales. Our model could serve as the base of a more sophisticated
model that includes both ecological and evolutionary dynamics.

5 Conclusion

This model demonstrates the potential for an antagonistic effect of virus competition
on antibiotic treatment of resistant bacterial infections. Both temperate and chronic
virus lifestyles are often naturally present in human hosts, and antibiotic resistance
is a growing concern. Because certain combinations of phages and antibiotics can
exhibit a synergistic effect when treating bacterial infections, this work suggests that a
more personalizedmedicine approachmayprovide better clinical outcomes.Treatment
plans tailored to the underlying bacteria–phage ecology that exists within human hosts
are critical to controlling bacterial infections, especially when the bacteria are resistant
to antibiotics.

Supplementary Information The online version contains supplementary material available at https://doi.
org/10.1007/s11538-022-01006-6.

Acknowledgements The authors thank JayadeviH.Chandrashekhar andGeorgeA.O’Toole for discussions
that informedbiological aspects of thiswork.Thanks are alsodue toTedKimandKarnaGowda for assistance
with parameter selection. The authors also thank Laura Suttenfield, Alan Collins, and two anonymous
reviewers for suggestions that greatly improved the clarity of the paper.

Funding This work was funded in part by the National Science Foundation grant DMS-1815764 (ZR), the
Cystic Fibrosis Foundation grant WHITAK16PO (RJW), and an Allen Distinguished Investigator Award
(RJW). The funders had no role in study design, data collection and analysis, decision to publish, or
preparation of the manuscript.

Data Availability All software (MATLAB .m files) are publicly available via the Illinois Data Bank (https://
doi.org/10.13012/B2IDB-9460305_V1).

Declarations

Competing interests The authors declare no competing interests.

References

Barr JJ, Auro R, Sam-Soon N, Kassegne S, Peters G, Bonilla N, Hatay M, Mourtada S, Bailey B, Youle
M et al (2015) Subdiffusive motion of bacteriophage in mucosal surfaces increases the frequency of
bacterial encounters. Proc Natl Acad Sci 112(44):13675–13680

Bax R, BastainW, Featherstone A,Wilkinson D, HutchisonM (1989) The pharmacokinetics of meropenem
in volunteers. J Antimicrobial Chemother 24(suppl A):311–320

Brazas MD, Hancock RE (2005) Ciprofloxacin induction of a susceptibility determinant in Pseudomonas
aeruginosa. Antimicrob Agents Chemother 49(8):3222–3227

Brives C, Pourraz J (2020) Phage therapy as a potential solution in the fight against AMR: obstacles and
possible futures. Palgrave Commun 6(100):1–11

BrüssowH, Canchaya C, HardtW-D (2004) Phages and the evolution of bacterial pathogens: from genomic
rearrangements to lysogenic conversion. Microbiol Mol Biol Rev 68(3):560–602

123

https://doi.org/10.1007/s11538-022-01006-6
https://doi.org/10.1007/s11538-022-01006-6
https://doi.org/10.13012/B2IDB-9460305_V1
https://doi.org/10.13012/B2IDB-9460305_V1


   54 Page 18 of 21 K. J. Landa et al.

Burgener E, Sweere J, Bach M, Secor P, Haddock N, Jennings L, Marvig R, Johansen HK, Rossi E, Cao
X, Tian L, Nedelec L, Molin S, Bollyky P, Milla C (2019) Filamentous bacteriophages are associated
with chronic pseudomonas lung infections and antibiotic resistance in cystic fibrosis. Sci Transl Med
11(488):eaau9788

C. for Disease Control and Prevention (2019) 2019 ar threats report
Calendar R (2006) The bacteriophages. Oxford University Press on Demand, Oxford
Ceyssens P-J, Brabban A, Rogge L, LewisMS, Pickard D, Goulding D, Dougan G, Noben J-P, Kropinski A,

Kutter E et al (2010) Molecular and physiological analysis of three Pseudomonas aeruginosa phages
belonging to the Òn4-like virusesÓ. Virology 405(1):26–30

Chaudhry WN, Concepción-Acevedo J, Park T, Andleeb S, Bull JJ, Levin BR (2017) Synergy and
order effects of antibiotics and phages in killing pseudomonas aeruginosa biofilms. PLoS ONE
12(1):e0168615

Clifton SM, Kim T, Chandrashekhar JH, O’Toole GA, Rapti Z,Whitaker RJ (2019) Lying in wait: modeling
the control of bacterial infections via antibiotic-induced proviruses. MSystems 4(5):e00221-19

Clifton SM, Whitaker RJ, Rapti Z (2021) Temperate and chronic virus competition leads to low lysogen
frequency. J Theor Biol 523:110710

Comeau AM, Tétart F, Trojet SN, Prere M-F, Krisch H (2007) Phage-antibiotic synergy (pas): β-lactam
and quinolone antibiotics stimulate virulent phage growth. PLoS ONE 2(8):e799

Cortes MG, Krog J, Balazsi G (2019) Optimality of the spontaneous prophage induction rate. bioRxiv
Davies EV,Winstanley C, Fothergill JL, James CE (2016) The role of temperate bacteriophages in bacterial

infection. FEMS Microbiol Lett 363(5):fnw015
De Smet J, Hendrix H, Blasdel BG, Danis-Wlodarczyk K, Lavigne R (2017) Pseudomonas predators:

understanding and exploiting phage-host interactions. Nat Rev Microbiol 15(9):517
Dimmock NJ, Easton AJ, Leppard KN (2016) Introduction to modern virology. Wiley, Hoboken
Doss J, Culbertson K, Hahn D, Camacho J, Barekzi N (2017) A review of phage therapy against bacterial

pathogens of aquatic and terrestrial organisms. Viruses 9(3):50
Easwaran M, De Zoysa M, Shin H-J (2020) Application of phage therapy: synergistic effect of phage

ecsw and antibiotic combination towards antibiotic-resistant Escherichia coli. Transbound Emerg Dis
67:2809–2817

El Didamony G, Askora A, Shehata AA (2015) Isolation and characterization of t7-like lytic bacterio-
phages infecting multidrug resistant Pseudomonas aeruginosa isolated from Egypt. Curr Microbiol
70(6):786–791

Fish DN, Chow AT (1997) The clinical pharmacokinetics of levofloxacin. Clin Pharmacokinet 32(2):101–
119

Fisher RA, Gollan B, Helaine S (2017) Persistent bacterial infections and persister cells. Nat RevMicrobiol
15(8):453

Fong I, Ledbetter W, Kleinberg M, Jehl F (1986) Ciprofloxacin concentrations in bone and muscle after
oral dosing. PLoS ONE 29(3):405–408

Fothergill JL, Mowat E, Walshaw MJ, Ledson MJ, James CE, Winstanley C (2011) Effect of antibiotic
treatment on bacteriophage production by a cystic fibrosis epidemic strain ofPseudomonas aeruginosa.
Antimicrob Agents Chemother 55(1):426–428

Garbe J, Bunk B, Rohde M, Schobert M (2011) Sequencing and characterization of Pseudomonas aerugi-
nosa phage jg004. BMC Microbiol 11(1):102

Garro AJ, Law M-F (1974) Relationship between lysogeny, spontaneous induction, and transformation
efficiencies in Bacillus subtilis. J Bacteriol 120(3):1256–1259

Geller DE, Flume PA, Staab D, Fischer R, Loutit JS, Conrad DJ (2011) Levofloxacin inhalation solution
(mp-376) in patients with cystic fibrosis with Pseudomonas aeruginosa. Am J Respir Crit Care Med
183(11):1510–1516

Grillon A, Schramm F, Kleinberg M, Jehl F (2016a) Comparative activity of ciprofloxacin, levofloxacin
and moxifloxacin against Klebsiella pneumoniae, Pseudomonas aeruginosa and Stenotrophomonas
maltophilia assessed by minimum inhibitory concentrations and time-kill studies. PLoS ONE
11(6):e0156690

Grillon A, Schramm F, Vandenbroucke A, Simbul M, Rahm V (2016b) Comparative activity of
ciprofloxacin, levofloxacin and moxifloxacin against Klebsiella pneumoniae, Pseudomonas aerugi-
nosa and Stenotrophomonas maltophilia assessed byminimum inhibitory concentrations and time-kill
studies. PLoS ONE 11(6):e0156690

123



Phage–Antibiotic Synergy Inhibited by Temperate and… Page 19 of 21    54 

Hagens S, Habel A, Bläsi U (2006) Augmentation of the antimicrobial efficacy of antibiotics by filamentous
phage. Microb Drug Resist 12(3):164–168

Hancock RE, Speert DP (2000) Antibiotic resistance in pseudomonas aeruginosa: mechanisms and impact
on treatment. Drug Resist Updates 3(4):247–255

Hargreaves KR, Kropinski AM, ClokieMR (2014)What does the talking?Quorum sensing signalling genes
discovered in a bacteriophage genome. PLoS ONE 9(1):e85131

Harper DR, Parracho HM, Walker J, Sharp R, Hughes G, Werthén M, Lehman S, Morales S (2014) Bacte-
riophages and biofilms. Antibiotics 3(3):270–284

Heldal M, Bratbak G (1991) Production and decay of viruses in aquatic environments. Mar Ecol Prog Ser
72:205–212

Heo Y-J, Chung I-Y, Choi KB, Lau GW, Cho Y-H (2007) Genome sequence comparison and superinfection
between two related Pseudomonas aeruginosa phages, d3112 and mp22. Microbiology 153(9):2885–
2895

HodsonM, Butland R, Roberts C, SmithM, Batten J (1987) Oral ciprofloxacin compared with conventional
intravenous treatment for Pseudomonas aeruginosa infection in adults with cystic fibrosis. Lancet
329(8527):235–237

HøibyN,BjarnsholtT,MoserC,BassiG,CoenyeT,DonelliG,Hall-StoodleyL,HolaV, ImbertC,Kirketerp-
Møller K et al (2015) ESCMID guideline for the diagnosis and treatment of biofilm infections 2014.
Clin Microbiol Infect 21:S1–S25

Høiby N, Bjarnsholt T, Moser C, Jensen PØ, Kolpen M, Qvist T, Aanæs K, Pressler T, Skov M, Ciofu O
(2017) Diagnosis of biofilm infections in cystic fibrosis patients. APMIS 125(4):339–343

Horvath P, Barrangou R (2010) Crispr/cas, the immune system of bacteria and archaea. Science
327(5962):167–170

James CE, Fothergill JL, Kalwij H, Hall AJ, Cottell J, Brockhurst MA, Winstanley C (2012) Differential
infection properties of three inducible prophages from an epidemic strain ofPseudomonas aeruginosa.
BMC Microbiol 12(1):216

James CE, Davies EV, Fothergill JL, Walshaw MJ, Beale CM, Brockhurst MA, Winstanley C (2015) Lytic
activity by temperate phages of Pseudomonas aeruginosa in long-term cystic fibrosis chronic lung
infections. ISME J 9(6):1391

Kaur S, Harjai K, Chhibber S (2012) Plaque-size enhancement of mrsa phages using sub-lethal concentra-
tions of antibiotics. In: Applied and environmental microbiology, pp AEM-02371

Kim M, Jo Y, Hwang YJ, Hong HW, Hong SS, Park K, Myung H (2018) Phage-antibiotic synergy via
delayed lysis. Appl Environ Microbiol 84(22):e02085-18

Kirschner D (2008) Uncertainty and sensitivity functions and implementation
Kopf SH, Sessions AL, Cowley ES, Reyes C, Van Sambeek L, Hu Y, Orphan VJ, Kato R, Newman DK

(2016) Trace incorporation of heavy water reveals slow and heterogeneous pathogen growth rates in
cystic fibrosis sputum. Proc Natl Acad Sci 113(2):E110–E116

Kortright KE, ChanBK,Koff JL, Turner PE (2019) Phage therapy: a renewed approach to combat antibiotic-
resistant bacteria. Cell Host Microbe 25(2):219–232

Kung VL, Ozer EA, Hauser AR (2010) The accessory genome of Pseudomonas aeruginosa. Microbiol Mol
Biol Rev 74(4):621–641

Latino L, Essoh C, Blouin Y, Thien HV, Pourcel C (2014) A novel pseudomonas aeruginosa bacteriophage,
ab31, a chimera formed from temperate phage paju2 and p. putida lytic phage af: characteristics and
mechanism of bacterial resistance. PLoS ONE 9(4):e93777

Laxminarayan R, Duse A, Wattal C, Zaidi AK, Wertheim H, Sumpradit N, Vlieghe E, Hara GL, Gould
IM, Goossens H, Greko C, So AD, Bigdeli M, Tomson G, Woodhouse W, Ombaka E, Peralta AQ,
Qamar F, Mir F, Kariuki S, Bhutta ZA, Coates A, Bergstrom R,Wright GD, Brown ED, Otto C (2013)
Antibiotic resistance—the need for global solutions. Lancet 13(12):1057–1098

Levin BR, Bull J (1996) Phage therapy revisited: the population biology of a bacterial infection and its
treatment with bacteriophage and antibiotics. Am Nat 147(6):881–898

Levin BR, Udekwu KI (2010) Population dynamics of antibiotic treatment: a mathematical model
and hypotheses for time-kill and continuous-culture experiments. Antimicrob Agents Chemother
54(8):3414–3426

Levin BR, Stewart FM, Chao L (1977) Resource-limited growth, competition, and predation: a model and
experimental studies with bacteria and bacteriophage. Am Nat 111(977):3–24

LiG, LeungC,Wardi Y,Debardieux L,Weitz J (2020)Optimizing the timing and composition of therapeutic
phage cocktails: a control-theoretic approach. Bull Math Biol 82:75

123



   54 Page 20 of 21 K. J. Landa et al.

López E, Domenech A, Ferrándiz M-J, Frias MJ, Ardanuy C, Ramirez M, García E, Liñares J, Adela G
(2014) Induction of prophages by fluoroquinolones in streptococcus pneumoniae: implications for
emergence of resistance in genetically-related clones. PLoS ONE 9(4):e94358

Lwoff A (1953) Lysogeny. Bacteriol Rev 17(4):269
Marino S, Hogue IB, Ray CJ, Kirschner DE (2008) A methodology for performing global uncertainty and

sensitivity analysis in systems biology. J Theor Biol 254(1):178–196
Martínez-García E, Jatsenko T, Kivisaar M, de Lorenzo V (2015) Freeing p seudomonas putida kt 2440 of

its proviral load strengthens endurance to environmental stresses. Environ Microbiol 17(1):76–90
Mathee K, Narasimhan G, Valdes C, Qiu X, Matewish JM, Koehrsen M, Rokas A, Yandava CN, Engels

R, Zeng E et al (2008) Dynamics of Pseudomonas aeruginosa genome evolution. Proc Natl Acad Sci
105(8):3100–3105

McKay M, Beckman R, Conover W (1979) Comparison of three methods for selecting values of input
variables in the analysis of output from a computer cod. Technometrics 21(2):239–245

Monack DM, Mueller A, Falkow S (2004) Persistent bacterial infections: the interface of the pathogen and
the host immune system. Nat Rev Microbiol 2(9):747

Mosquera-Rendón J, Rada-Bravo AM, Cárdenas-Brito S, Corredor M, Restrepo-Pineda E, Benítez-Páez A
(2016) Pangenome-wide and molecular evolution analyses of the Pseudomonas aeruginosa species.
BMC Genomics 17(1):45

Naber KG, Westenfelder SR, Madsen PO (1973) Pharmacokinetics of the aminoglycoside antibiotic
tobramycin in humans. Antimicrob Agents Chemother 3(4):469–473

Nanda AM, Thormann K, Frunzke J (2015) Impact of spontaneous prophage induction on the fitness of
bacterial populations and host–microbe interactions. J Bacteriol 197(3):410–419

Oppenheim AB, Adhya SL et al (2007) A new look at bacteriophage λ genetic networks. J Bacteriol
189(2):298–304

Payne RJ, Jansen VA (2001) Understanding bacteriophage therapy as a density-dependent kinetic process.
J Theor Biol 208(1):37–48

Payne RJH, Jansen VAA (2003) Pharmacokinetic principles of bacteriophage therapy. Clin Pharmacokinet
42:315–325

Pourtois J, Kratochvil M, Chen Q, Haddock N, Burgener E, De Leo G, Bollyky P (2021) Filamentous bac-
teriophages and the competitive interaction between pseudomonas aeruginosa strains under antibiotic
treatment: a modeling study. mSystems 6:e00193-21

Proesmans M, Vermeulen F, Boulanger L, Verhaegen J, De Boeck K (2012) Comparison of two treatment
regimens for eradication of Pseudomonas aeruginosa infection in children with cystic fibrosis. J Cyst
Fibros 12(1):29–34

Ptashne M (1986) A genetic switch: gene control and phage. lambda. Blackwell Scientific Publications,
Palo Alto

Rakonjac J (2012) Filamentous bacteriophages: biology and applications. AmericanCancer Society, Atlanta
Redgrave LS, Sutton SB,Webber MA, Piddock LJ (2014) Fluoroquinolone resistance: mechanisms, impact

on bacteria, and role in evolutionary success. Trends Microbiol 22(8):438–445
Regoes RR,Wiuff C, Zappala RM, Garner KN, Baquero F, Levin BR (2004) Pharmacodynamic functions: a

multiparameter approach to the design of antibiotic treatment regimens.AntimicrobAgentsChemother
48(10):3670–3676

Rodriguez-Gonzalez R, Leung C, Chan B, Turner P, Weitz J (2020) Quantitative models of phage-antibiotic
combination therapy. mSystems 5:e00756-19

Rokney A, Kobiler O, Amir A, Court DL, Stavans J, Adhya S, Oppenheim AB (2008) Host responses
influence on the induction of lambda prophage. Mol Microbiol 68(1):29–36

Roux S, Hallam SJ, Woyke T, Sullivan MB (2015) Viral dark matter and virus–host interactions resolved
from publicly available microbial genomes. Elife 4:e08490

Saltelli A (2002) Making best use of model evaluations to compute sensitivity indices. Comput Phys
Commun 145(2):280–297

Schrader HS, Schrader JO, Walker JJ, Wolf TA, Nickerson KW, Kokjohn TA (1997) Bacteriophage infec-
tion and multiplication occur in Pseudomonas aeruginosa starved for 5 years. Can J Microbiol
43(12):1157–1163

Secor PR, Sweere JM, Michaels LA, Malkovskiy AV, Lazzareschi D, Katznelson E, Rajadas J, Birnbaum
ME, Arrigoni A, Braun KR et al (2015) Filamentous bacteriophage promote biofilm assembly and
function. Cell Host Microbe 18(5):549–559

123



Phage–Antibiotic Synergy Inhibited by Temperate and… Page 21 of 21    54 

Shapiro JW, Williams ES, Turner PE (2016) Evolution of parasitism and mutualism between filamentous
phage m13 and Escherichia coli. PeerJ 4:e2060

Silpe JE, Bassler BL (2018) A host-produced quorum-sensing autoinducer controls a phage lysis-lysogeny
decision. Cell 176:268–280

Sinha V, Goyal A, Svenningsen SL, Semsey S, Krishna S (2017) In silico evolution of lysis-lysogeny
strategies reproduces observed lysogeny propensities in temperate bacteriophages. Front Microbiol
8:1386

Sinha S,GrewalRK,RoyS (2018)Chapter three—modeling bacteria-phage interactions and its implications
for phage therapy. In: Volume 103 of advances in applied microbiology. Academic Press, pp 103–141

Sousa J, Rocha E (2019) Environmental structure drives resistance to phages and antibiotics during phage
therapy and to invading lysogens during colonisation. Sci Rep 9:3149

Spalding C, Keen E, Smith DJ, Krachler A-M, Jabbari S (2018) Mathematical modelling of the antibiotic-
induced morphological transition of Pseudomonas aeruginosa. PLoS Comput Biol 14(2):e1006012

Spencer DH, Kas A, Smith EE, Raymond CK, Sims EH, Hastings M, Burns JL, Kaul R, Olson MV (2003)
Whole-genome sequence variation among multiple isolates of Pseudomonas aeruginosa. J Bacteriol
185(4):1316–1325

Stent GS et al (1963) Molecular biology of bacterial viruses. In: Molecular biology of bacterial viruses
Stewart PS, Costerton JW (2001) Antibiotic resistance of bacteria in biofilms. Lancet 358(9276):135–138
Stressmann FA, Rogers GB, Marsh P, Lilley AK, Daniels TW, Carroll MP, Hoffman LR, Jones G, Allen

CE, Patel N, Forbes N, Forbes B, Tuck A, Bruce KD (2011) Does bacterial density in cystic fibrosis
sputum increase prior to pulmonary exacerbation? J Cyst Fibros 10(5):357–365

Tang S, Chen L (2003) Quasiperiodic solutions and chaos in a periodically forced predator-prey model with
age structure for predator. Int J Bifurc Chaos 13(4):973–980

Taylor R, Sherratt J, White A (2013) Seasonal forcing and multi-year cycles in interacting populations:
lessons from a predator–prey model. J Math Biol 67(6):1741–1764

Tazzyman SJ, Hall AR (2015) Lytic phages obscure the cost of antibiotic resistance in Escherichia coli.
ISME J 9:809–820

Thingstad TF, Våge S, Storesund JE, Sandaa R-A, Giske J (2014) A theoretical analysis of how strain-
specific viruses can control microbial species diversity. Proc Natl Acad Sci 111(21):7813–7818

Valencia EY, Esposito F, Spira B, Blázquez J, Galhardo RS (2017) Ciprofloxacin-mediated mutagenesis
is suppressed by subinhibitory concentrations of amikacin in Pseudomonas aeruginosa. Antimicrob
Agents Chemother 61(3):e02107-16

Volkova VV, Lu Z, Besser T, Gröhn YT (2014) Modeling the infection dynamics of bacteriophages in
enteric Escherichia coli: estimating the contribution of transduction to antimicrobial gene spread.
Appl Environ Microbiol 80(14):4350–4362

Weinbauer MG (2004) Ecology of prokaryotic viruses. FEMS Microbiol Rev 28(2):127–181
Weld RJ, Butts C, Heinemann JA (2004) Models of phage growth and their applicability to phage therapy.

J Theor Biol 227:1–11
Wingender W, Graefe K-H, Gau W, Förster D, Beermann D, Schacht P (1984) Pharmacokinetics of

ciprofloxacin after oral and intravenous administration in healthy volunteers. Eur J Clin Microbiol
3(4):355–359

You L, Suthers PF, Yin J (2002) Effects of Escherichia coli physiology on growth of phage t7 in vivo and
in silico. J Bacteriol 184(7):1888–1894

Yu X, Xu Y, Gu Y, Zhu Y, Liu X (2017) Characterization and genomic study of Òphikmv-likeÓ phage
paxyb1 infecting Pseudomonas aeruginosa. Sci Rep 7(1):13068

Zhanel GG, Fontaine S, Adam H, Schurek K, Mayer M, Noreddin AM, Gin AS, Rubinstein E, Hoban DJ
(2006) A review of new fluoroquinolones. Treat Respir Med 5(6):437–465

Zhang X, McDaniel AD, Wolf LE, Keusch GT, Waldor MK, Acheson DW (2000) Quinolone antibi-
otics induce shiga toxin-encoding bacteriophages, toxin production, and death in mice. J Infect Dis
181(2):664–670

Zwietering M, Jongenburger I, Rombouts F, Van’t Riet K (1990) Modeling of the bacterial growth curve.
Appl Environ Microbiol 56(6):1875–1881

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

123


	Phage–Antibiotic Synergy Inhibited by Temperate and Chronic Virus Competition
	Abstract
	1 Introduction
	1.1 Biological Background
	1.2 Modeling Background
	1.3 Research Questions

	2 Model
	2.1 Antibiotics
	2.2 Model Behavior and Analysis

	3 Results
	3.1 Phage–Antibiotic Synergy is Predicted When Bacteria are Susceptible to Antibiotics
	3.2 Phage–Antibiotic Antagonism is Possible When Bacteria are Resistant to Antibiotics
	3.3 Sensitivity Analysis

	4 Discussion
	4.1 Medical Implications
	4.2 Limitations and Future Steps

	5 Conclusion
	Acknowledgements
	References




